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Preliminaries: The Syllable

Chart: Wikimedia Commons

● Phone: A unit of sound.

○ t in “ tip ”

● Syllable: A single 
segment of 
uninterrupted phones

○ Highly debated 
among linguists

○ Not all words 
have a set syllable 
pattern; can be 
multiple



Preliminaries: Syllabification



Existing Automatic Approaches

Dictionary-Based

● Requires a lot of manual effort

● Cannot handle new words

Rule-Based

● Too many rules (exceptions, exceptions to 

exceptions, …)

● Not very accurate, rigid

NIST tsylb software package (Fischer, 1996)

● Implementation of Daniel Kahn’s 1979 

MIT dissertation

● Around 3000 hand transcribed rules for 

English syllabification



Existing Automatic Approaches: Data-Driven

Strength:

● Learn the function f from examples

● No hand crafted linguistic knowledge needed outside of the dataset

● Given labeled data, can possibly learn f for any language

Challenge:

● Limited labeled training data.

Hidden Markov models (HMMs), support vector machines (SVMs), and conditional random fields (CRFs)
    (Demberg et al, 2006) (Bartlett et al, 2009) (Singh et al, 2016)



Contributions

Developed  a unique and general neural network 

architecture for data-driven syllabification that achieves or 

competes with state of the art language-specific models.

1.

2.



Method

Treat as a labeling task

Components:
● Phone Embeddings
● Bi-LSTM
● CNN
● Linear-Chain CRF

Network Architecture Diagram



Method: Prediction Option 1: Softmax

Option 2: Conditional Random Field
(Lafferty et al, 2001 & Huang et al, 2015)



Method: Training

● Minibatch by length
● Adam optimizer
● Early stopping

Training time on one GPU: 30-45 minutes
(English dataset)



Contributions

Developed  a unique and general neural network 

architecture for data-driven syllabification that achieves or 

competes with state of the art language-specific models.

Performed a more expansive evaluation across languages to 

better test language generalizability

1.

2.



Evaluation: 
Datasets & Languages

Indo-European: West Germanic

Language English Dutch

Dataset CELEX (Baayen 
et al, 1995)

CELEX (Baayen 
et al, 1995)

Words 89K 328K

Indo-European: Romance

Language Italian French

Dataset Festival (Taylor et 
al, 1998)

OpenLexique (New 
et al, 2004))

Words 440K 139K

Language Isolate

Language Basque

Dataset E-Hitz (Perea et al, 
2006)

Words 100K

Sino-Tibetan: Tibeto-Burman

Language Manipuri

Dataset IIT-Guwahati (Singh 
et al, 2016))

Words 17K



Evaluation:
Datasets & Languages

Hyperparameters were tuned on the English CELEX dataset
Experiments were repeated 20 times 



Results

Existing Syllabifiers

Our Models



Highlighted Examples

● Successful with long words and various conjugations

● Struggled with hyphenation and spaces

Phones in DISC format



Conclusion
1. Developed  a unique, general, and language-agnostic neural network architecture for 

data-driven syllabification

a. Components: phone embeddings, BiLSTM, CNN, CRF

2. Performed a more expansive evaluation across languages to better test language 

generalizability 

Performing both RNN and CNN processing over the same input can increase accuracy. (Ma & 

Hovy, 2016) showed this works for cnn over characters, rnn over words which is similar it 

different.

Going forward:

● Explore ways to harness the power of neural networks when faced with limited training data

Code available: https://github.com/jacobkrantz/lstm-syllabify

https://github.com/jacobkrantz/lstm-syllabify
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